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Abstract – An important question for any project team is to 
assess if the project deliverables have met a pre-determined 
“readiness” level. This becomes even more important when a 
software development project gets close to a version release 
date. In practice, this is quantified using engineering judg-
ment. We describe the application of Bayesian Belief networks 
(BBN) to analyze the readiness of software requirements speci-
fications during software requirements review (SRR) mile-
stone. The method proposed in this paper brings an additional 
level of rigor to the assessment process. Starting with a data-
flow model of the Software requirements development model, 
we construct a BBN semi-automatically. Then, we provide a 
quantitative interpretation of the readiness level of software 
requirements in terms of artifact properties. The results of the 
preliminary assessment are used as evidence in the BBN to 
obtain a posterior distribution of readiness. We illustrate our 
approach by applying it to two example systems. 

 
Index Terms – Requirements analysis, Bayesian Belief Net-

work, iterative development, software readiness assessment.  
 

I. INTRODUCTION 

This paper relies mainly on a previous work by the author 
and the co-researchers [12], on software assessment with a 
focus on Independent verification and validation (IV&V). 
However this paper broadens the scope of our work by pro-
posing models and algorithms for the software development 
teams. Lightweight formal methods can be applied at less 
critical levels to maintain rigor.  It is especially valuable to 
evaluate requirements readiness, since requirements errors 
are most often responsible for software failures and they are 
the most expensive to correct when not discovered early in 
the development lifecycle [3].   

The scope of this paper is limited to the requirements 
phase of an iterative development lifecycle. In future we 
plan to extend this work and implement models for design, 
implementation, and test phases.  

One of the main benefits of using formal techniques is 
that it provides a clearer and more confident assessment of 
the readiness level.  However, in practice, formal tech-
niques are mainly applied to critical elements while the rest 
of the analysis is comparatively less rigorous.  Conse-

quently, the readiness evaluation of an artifact is fuzzy and 
it may be quantified using engineering judgement.  

We use Bayesian networks (BBN) to assess the readiness 
level of software artifacts, specifically requirements speci-
fications by combining evidence from diverse sources.  The 
overall approach is to first build an annotated process 
model which describes the requirements analysis process, 
the entities involved in the process and their respective 
properties. Thereafter we build the BBN structure semi-
automatically from the process model to encode the case for 
readiness i.e. the rationale with which the analyst can argue 
whether an artifact is ready at the desired level (Sections 2 
and 3). The BBN numerical specification is generated from 
elicitation, empirical data and from metrics applied to the 
artifacts. We characterize readiness in terms of the generic 
properties desired from requirements specifications and 
describe how to quantify it as a conditional probability dis-
tribution (Section 4).  To illustrate our methodology, we 
apply it to software requirements specifications for two real 
example systems (1) a fault protection system of a space 
probe, and (2) the non-volatile memory management mod-
ule for a second aero-space system (Section 5). 

 

II. MODELING THE REQUIREMENTS ANALYSIS PROCESS  

The overall process for requirements analysis can be 
specified as a set of work instructions or guidelines which 
provide a high-level overview and a flow of the activities 
that the requirements analysis team must perform.  Our ra-
tionale is that modeling the requirements analysis process to 
capture such diverse factors as skill/expertise of the analysis 
team or compliance with process specifications will provide 
insight into the artifact readiness level and the reasoning 
used to arrive at the assessment. To model this process, we 
use the dataflow within a process, where a process or proc-
ess activity has input entities, is enacted by agents and pro-
duces output entities.  Each of these can have properties 
which can be quantified or qualified.  

The general idea is to first build an annotated require-
ments development process model and identify the entities 
involved with their respective properties. Thereafter we 



build the BBN structure semi-automatically from the proc-
ess model to encode the case for readiness i.e. the rationale 
with which the analyst can argue whether an artifact is 
ready at the desired level. The process model follows prac-
tices as recommended in the IEEE-1012 and DOD-2167 
standards. 

Figure 1 shows a simplification of the requirements 
analysis process activities and input and output entities at 
the requirements development phase; some of the properties 
of interest are also shown.  This model itself is a refinement 
of a higher level process which includes activities such as 
the identification of relevant inputs, and criticality based 
prioritization of artifacts for review. 

The box labeled “Software requirements analysis” shows 
some of the activities prescribed in the literature [2] for 
requirements analysis.  The model captures the notion that 
software requirements analysis takes as input not only the 
prioritized software requirements, but also system software 
documentation, system requirements, and relevant interface 
documentation.  Additionally, the model also captures the 
idea that the team which enacts the process may use tools or 
approaches tailored for a particular domain.  The suitability 
of these agents influences the quality of the analysis to 
some degree since these agents are used to execute the 
process.   

We can further decompose the sub-activities shown, to 
include activity specific tasks: for example, in analyzing 
whether a requirement described using scenarios is inter-
nally complete, some of the tasks would include checking 
that (for a required functionality):  all scenarios and their 
relevant pre- and post-conditions have been defined, the 
conditions for any temporal transitions within the scenarios 
have been defined, all relevant actors have been identified 
and that the scenarios identified can be stepped through to 
completion.  Again, such tasks may be performed using 
formal methods if the requirements are critical or using 
relatively less rigorous techniques otherwise.  

For our purpose of building a BBN, this relatively infor-
mal process model suffices.  Furthermore, it is simple and 
high-level enough to build so that the requirement analysis 
team can quickly and easily build a model of their process. 
This model was informally validated by an analyst who had 
implemented these processes from an original set of work 
instructions. Once the process models are built, we semi-
automatically build a BBN from the process models. 

 

III. CONSTRUCTING THE BBN MODEL  

A. Bayesian networks 

A BBN is a concise representation of a joint probability 
distribution on a set of statistical variables, encoded as an 
acyclic graph of nodes and directed edges [4].  The nodes 
model random variables which can be discrete or continu-
ous.  Edges model the probabilistic relations between the 

nodes.  Each node has an associated conditional probability 
distribution p(A|π(A)) which characterizes the relationship 
of the node with its immediate parents π(A).   

The joint probability distribution for a node is computed 
by marginalization, whereas the conditional posterior dis-
tribution for the nodes given evidence, i.e. observations 
about the state of a node, is computed using Bayes’ rule. 
The qualitative part of a BBN is encoded in the structure of 
the digraph, while the conditional probability distributions 
for the nodes encode the quantitative portion.  One of the 
strengths of a BBN is that both subjective judgment and 
empirical data can be used as input.  Furthermore, as evi-
dence becomes available, we can update the model and re-
fine its assessments.  The fundamental tasks of mathemati-
cal modeling using a BBN are: (1) identifying a belief 
structure that best describes the phenomenon being mod-
eled, and (2) specifying the conditional probability distribu-
tions on the nodes. 
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Figure 1. Requirements analysis process model 

The BBN structure is built semi-automatically from the 
process model [5]. Briefly, this method constructs nodes for 
each of the entities in the process model and for their prop-
erties. It appropriately directs arcs between the nodes, such 
that the observable variable is a leaf node, i.e. from entities 
to their properties. It also directs arcs from the nodes for the 
input, and the process entities, to the nodes for the output 
entities.  Since entities relevant to a process activity can 
exist across levels of abstraction, the algorithm generates 
subnets which repeat at these different abstraction levels.  
Although such subnets can be pruned algorithmically, 
checking whether it produces the correct belief structure is 
important, i.e. we want to inspect whether the model makes 
practical sense.  Currently, we prune the model manually as 
this gives us the opportunity to modify the structure of the 



BBN to account for dependencies between nodes that may 
not have been explicitly captured or may not be represent-
able in the process model.  Thus, the procedure mainly 
builds a generic structure of dependencies; the BBN used 
for analysis may be modified by appropriately re-directing 
transitions or by including or eliminating nodes.   

An additional change to the network structure is binary 
factorization [6], which splits nodes with three or more in-
put arcs and creates logical intermediate nodes that preserve 
the numerical specification of the original network. Essen-
tially, this operation simplifies both computation and speci-
fication of conditional node probability tables. The latter is 
beneficial since the tables increase exponentially in size 
with the number of parents and their respective states. 

 
B. BBN model for Requirements Assessment  

A partial BBN obtained is shown in figure 2, labeled as 
the subnet software requirements analysis.  Subnet 1 mod-
els the influence of process activities on Readiness.  In this 
paper, we refine the completeness analysis activity of the 
software requirements analysis process.  The BBN for this 
activity are represented in subnet 1a and subnet 1b.   

Similar subnets are generated for the remaining activities 
in the requirements analysis process. Shaded nodes repre-
sent nodes replicated across levels of abstraction as a result 
of algorithmic construction.  We prune the BBN by simply 
eliminating subnet 1a, since the influences modeled by this 
subnet has already been captured.  The resulting two BBN 
can be pruned further by re-directing arcs between the ap-
propriate nodes.  Alternatively, we can simply use the data 
obtained from the lower level BBN as evidence for the 
higher level BBN.  The node labeled “SW requirements 
with recommendations” has arcs to its properties, of which 
two have been shown in the figure i.e. Completeness and 
Correctness.  Together, these nodes compose the subnet 
Readiness, and the probability distribution on the root node 
in this subnet i.e., SW requirements with  recommendations 
represents the evaluation of readiness at the software re-
quirements review milestone.   

 
C. Numerical specification 

Specifying root and intermediate node probabilities in the 
BBN encodes its quantitative portion. These model the na-
ture and the weight of the probabilistic relations between 
related nodes. The relation between nodes need not be only 
probabilistic. However a deterministic relationship can be 
easily transformed into the appropriate probabilistic func-
tion. For root nodes (nodes without parents), we specify a 
(prior) probability distribution which reflects either the 
analysis team’s initial belief or the available data. Typi-
cally, prior distributions are specified such that all available 
data are considered. In the absence of relevant data, an al-
ternative to a subjective prior is a non-informative prior [7].  
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Figure 2: Partial BBN structure for the process of requirements analysis 

We model each node as random variable (say X) whose 
states are mapped to an ordinal scale. i.e. X: {Very Low, 
Low, Medium, High, Very High}. These states can be fur-
ther mapped to either a monotonically increasing, continu-
ous numeric scale or a discrete numeric scale with integer 
values. The probability distribution across its states can be 
specified from (1) historical data or (2) a prior belief (such 
as a uniform distribution). Given data, i.e. observations (θ) 
on the set of child nodes (Θ), Bayes’ rule is used to com-
pute the posterior distribution (p[X| Θ = θ]). For intermedi-
ate or child nodes (nodes with parents), we specify a con-
tinuous conditional probability density function (pdf); then, 
the corresponding discrete distribution is easy to build. For 
our analyses, we use a simple procedure developed by Neil 
et al. [6] to construct the conditional pdf as a tail-truncated 
normal distribution tN(µ, σ). This is a normal distribution 
truncated at both tails and normalized such that the result-
ing distribution is proper (integrates to 1).  



IV. READINESS OF AN ARTIFACT 

As mentioned earlier, analysts are typically required to 
assess the ‘readiness’ or ‘maturity’ of an artifact at a mile-
stone in the process.  Admittedly, readiness is an imprecise 
and fuzzy term; this value is, in practice, largely quantified 
by using engineering judgment.  Provided it meets some 
pre-determined value, development is allowed to proceed to 
the subsequent development phase.  Readiness assessment 
is essentially an inference task, i.e. the requirements team 
constructs a case for readiness based on the results of their 
analyses.  The process model and the resulting BBN for-
malize the procedures and the evidence used to construct 
this case.  

To mathematically characterize readiness, we model the 
readiness of an artifact as a discrete random variable M, 
qualified on a five point ordinal scale, i.e. M: {very low, 
low, medium, high, very high}. Properties desired from an 
artifact are modeled as a vector of random variables X, each 
of which can assume some state x, also on the same five 
point scale. Readiness is then, some probabilistic function 
of the artifact properties and it is assessed as: 

 
p[(M ≥ m)|(X = {x})]     (1) 
 
Given some initial prior distribution on M, results of 

analysis provides evidence to X and equation (1) is the pos-
terior distribution of (M|X) computed using Bayes’ rule. 
The result is the probability that the readiness level is some 
value m. In figure 2, this is modeled as the subnet readiness, 
where the root node SW requirements with recommenda-
tions represents requirements readiness as function of the 
desired properties of requirements. Thus, we can interpret 
readiness (1) with respect to individual properties or (2) as a 
function of all the properties. The former allows us to make 
statements of the form “The requirements are ready at a 
level M with respect to property X1, but not with respect to 
property X2”. 

 

V. APPLICATION TO EXAMPLE SYSTEMS 

A. Non-volatile memory load component example 

For this system, analysis was performed mainly for the 
requirements analysis stage and is scenario and inspection 
based. Since the example provided here is mainly to illus-
trate our approach, we describe analysis of one of the crite-
ria, i.e. completeness, which composes overall component 
readiness. The requirements for the non-volatile memory 
load component were expressed as use-cases and were sup-
plemented with natural language descriptions. In addition to 
use cases, design stage models for the component were also 
available in terms unified modeling language (UML) con-
structs i.e. class diagrams, statechart diagrams, component 
diagrams, etc. Figure 3 shows the use case diagram of the 

module and figure 4 shows the natural language specifica-
tions corresponding to the module from the requirements 
specifications document.  
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Figure 3. Use case diagram of “non-volatile memory load” operations 

 
 The EX-3-MODULE-1 FSW, in Initialize 

Mode and Ground Load State, shall load data 
from the ground into non-volatile memory upon 
receiving non-volatile memory load command 
packets.   

A1. The EX-3-MODULE-1 FSW, upon receipt 
of an off-SBC non-volatile write request, shall 
append Reed-Solomon parity symbols and write 
the requested data into the specified non-volatile 
memory  

A2. The EX-3-MODULE-1 FSW shall load 
the data given at the address specified into non-
volatile memory upon receipt of a non-volatile 
memory load command. 

A2.1. The EX-3-MODULE-1 FSW shall reject 
the non-volatile memory load command and 
report the rejection to Actor 1 if the load address, 
load size, or actual data length are invalid. 

 

Figure 4. Natural language specifications for  
non-volatile memory load operations 

 
B. Example analysis 

The analysis procedure was essential to build a struc-
tured use-case description from the natural language speci-
fications, with minimum changes to the text of the natural 
language, so as to try and preserve the original intent of the 
specifications. We believe that organizing the natural lan-
guage into a structured description permits us to identify 
methodically, missing conditions, scenarios and statements 
with ambiguity. Of course, we may also convert such a 
structured description into formal statements and apply 
formal analysis to reason about the desired properties of the 
requirements specifications. Table 1 provides metrics which 
were computed once the structured use-cases were con-
structed. Other techniques such as use-case animation or 
executing the specifications may also be applied.  



TABLE 1. METRICS COMPUTED ON USE-CASE SPECIFICATION 

Metric Symbol Value 

 
Actors  

 
A 

 
1 

Missing actors Amissing 0 
 ATOTAL = A + Amissing 1 
Normal scenarios NS 1 
Missing normal scenar-
ios 

NSmissing 1 

 NSTOTAL= NS + NSmissing 2 
Exceptional scenarios ES 1 
Missing exceptional 
scenarios 

ESmissing 1 

 ESTOTAL = ES + ESmissing 2 
Operations  2 
Missing operations  ≥ 2 

 OpTOTAL = Op + Opmissing ≥ 4 
Invariant conditions I 0 
Missing invariant condi-
tions 

Imissing 2 

 ITOTAL= I + Imissing 2 
Pre-conditions PreC 5 
Missing pre-conditions PreCmissing 15 

 PreCTOTAL = PreC + 
PreCmissing 

20 

Post-conditions PostC 3 
Missing post-conditions PostCmissing ≥ 2 

 PostCTOTAL = PostC + 
PostCmissing 

≥ 5 

 
TABLE 2. EVIDENCE PROVIDED FOR COMPLETENESS ANALYSIS 

 
Scale:  (0.0 – 0.2: Very low), (0.2 – 0.4: Low), (0.4 – 0.6: Medium), 

(0.6 – 0.8: High), (0.8 – 1.0: Very high) 

 
Given the metrics computed on the use-case specifica-

tions and the BBN constructed from the process model, we 
may use the BBN which models the activities that evaluate 
completeness of use-cases.  Figure 5 and Table 2 show the 
BBN model and the evidences provided to the BBN, re-
spectively. Essentially, we compute the evidence from the 
metrics; the nodes in the BBN are assigned an initial prior 
distribution, assuming that child nodes are normally distrib-
uted as functions of the weighted average of parent nodes. 
Additionally, a variance factor expresses our degree of be-
lief in the priors [6]. 

Given our assumptions of the priors and the evidence ob-
tained from the analysis, the BBN computes the level of 
completeness for these specifications as approximately Me-
dium, with ~37% probability. Since the specifications and 
the design approach uses a model based development ap-
proach, we provide an initial assumption of High quality for 

the tools and approaches used during the requirements 
phase.  

 

 
Figure 5. Example analysis (completeness) OOD-EX-3 system 

 

 
Figure 6. Example analysis of readiness given completeness 

Figure 6 shows the BBN model for readiness computed 
given completeness at level Medium. Essentially, we use 
the BBN of figure 5, to provide evidence into the BBN at 
the higher level of abstraction. Given completeness alone 
and that other nodes are in an unknown state, Readiness of 

Node Node State  
Exceptional Scenarios 0.4 – 0.5 

Normal Scenarios 0.4 – 0.5  
Actors 0.9 – 1.0 

Operations 0.4 – 0.5  
Post conditions 0.4 – 0.5  
Pre-conditions 0.2 – 0.3 

Invariant conditions 0.0 – 0.1 



the non-volatile memory load module requirements is be-
tween Medium and High.  

To illustrate how the BBN can be used to evaluate readi-
ness given all other properties, we make certain assump-
tions for the other nodes in this BBN. These assumptions 
are stated in table 3. For example, we assume that the sys-
tem requirements have a high quality; the consistency of the 
requirements is medium, whereas the properties of correct-
ness and clarity are in state high. We observe that given 
these assumptions, the BBN computes the readiness of the 
requirements to lie at a High level, with approx. 75% prob-
ability (Figure 7).   

 
TABLE 3: EVIDENCE PROVIDED FOR READINESS ANALYSIS 

Scale:  (0.0 – 0.2: Very low), (0.2 – 0.4: Low), (0.4 – 0.6: Medium), 
(0.6 – 0.8: High), (0.8 – 1.0: Very high) 

 
Node Prior Node State (Evi-

dence) 
System Requirements N(0.5,0.1) 0.7 – 0.8 (High) 

Documentation N(0.4,0.1) 0.5 – 0.6 (Medium) 
Team N(0.5,0.1) 0.7 – 0.8 (High) 

Tools/Approaches N(0.5,0.1) 0.7 – 0.8 (High) 
Prioritized SW Require-

ments 
N(0.5,0.1) No evidence 

Consistence  0.5 – 0.6 (Medium) 
Complexity1  0.7 – 0.8 (Low)  

Correct  0.7 – 0.8 (High) 
Complete  0.4 – 0.6 (Medium) 

Clarity  0.7 – 0.8 (High) 
 

C. Fault protection system example 

In this section, we apply our methodology to evaluate 
readiness for a fault protection system of the a deep space 
probe. For this system, lightweight formal methods had 
been applied by Easterbrook et al. [8] at the requirements 
specification stage, resulting in a finding of 37 issues. To 
summarize these, there were 11 undocumented assump-
tions, of which some were significant, 10 cases of inade-
quate requirements, 9 inconsistency problems, 6 cases of 
ambiguous terminology and 1 logical error. From the de-
tails of their process, we provide prior distributions for the 
BBN nodes (table 4).  

Our rationale for using these priors is as follows: the 
documentation, and the tools used were qualified as having 
the state High since the application of formal methods pro-
vides a stronger assurance of detecting potential errors. The 
state of the node Team was qualified as High since the team 
performing the analysis had expertise in performing both 
formal and informal analysis. The prioritized software re-
quirements and system requirements were qualified as hav-
ing the state Medium as we believe that the developers of 
the requirements have several years of domain experience 

                                                           
1 Complexity is measured on the same scale but has an inverse relation-
ship with readiness. Hence higher values correspond with lower complex-
ity. 

in building space probes. Therefore the requirements would 
be expected to have an appreciable quality a priori. 

 

 
Figure 7. Example analysis of readiness given completeness and other 

properties 

TABLE 4. PRIOR DISTRIBUTIONS FOR BBN 

Node Prior Node State 
System Requirements N(0.6,0.2) Medium 

Documentation N(0.75,0.1) High 
Team N(0.75,0.1) High 

Tools/Approaches N(0.75,0.1) High 
Prioritized SW Req N(0.5,0.1) Medium 

 
Since more information about the particular process used 

for this system was unavailable, we directly provide evi-
dence to the BBN shown in figure 8. The result of analysis 
is interpreted as pessimistic evidence and this evidence is 
used to assess the readiness of the fault protection system 
requirements. In this figure, most of the mass of the distri-
bution of M is defined over the interval [0.3-0.5) with more 
than 50% of the mass in the interval [0.3-0.4) ↔ {Low}. 
The variance of the distribution is also small indicating a 
greater degree of credibility.  

We feel that this assessment of the readiness level and the 
decision to revise the requirements (i.e. not proceed to the 
development phase) is consistent with the results of analysis 
in reference [8]. 

 

VI. RELATED WORK 

Neil et al. have conducted research on building object-
oriented BBN from process models [9]. Their work models 
the underlying process of inference and represents the BBN 
at a higher level of abstraction. Our work differs primarily 
in modeling an enacted process and building the BBN from 
the parameters of the input entities, and the process itself. 



To the best of our knowledge, readiness assessment in a 
systematic and quantitative fashion in the context of re-
quirements analysis has not been performed before. Bayes-
ian networks have been used in analyzing software quality 
[10]; however, quality has been assessed in terms of defect 
content of artifacts. In our work, BBN are applied to the 
requirements analysis process to estimate readiness in terms 
of artifact properties. The notion of modeling processes is 
not new [11], however process models have been mainly 
used to specify and simulate processes.  

 

 
Figure 8. Readiness: fault protection example 

Our notation is currently simple enough to model data-
flow in a process and is sufficient for building a BBN. It is 
straightforward to extend and formalize the model or map it 
to existing process modeling formalisms so as to get the 
benefits of traditional process models. Additionally, we use 
the process model to analyze how properties of the process 
and its inputs influence the output of the process.  

 

VII. SUMMARY AND CONCLUSIONS  

The BBN model constructed from the requirements proc-
ess model captures the diverse factors that affect the readi-
ness of an artifact. The assessment of readiness is per-
formed by obtaining evidence from analysis and using this 
data in the BBN model. In the light of evidence, the as-
sessment of readiness is updated indicating the likelihood 
that it is in some particular state.  

The BBN also models the intuitive notion that an infor-
mal process is less likely to detect errors or issues in an 
artifact as compared with a process that employs formal 
methods. This is evident from the variance parameter for 
the readiness distributions, shown in figures 7 and 8. The 
latter has a lower variance indicating that we are more con-

fident in this assessment of readiness (as we should be, 
given that formal methods were used). Thus, the BBN al-
lows using data from both formal and informal processes in 
analyzing readiness. In practice, since both of these are em-
ployed in the analysis of a complete system, the BBN pro-
vides an elegant framework to aggregate arguments from 
both sources. Additionally, parameters which influence the 
analysis process, and in turn the assessment of readiness of 
the artifact, (such as documentation, appropriateness of the 
tools or methods used, expertise of the analysts) are also 
modeled. We can measure properties of interest in the arti-
fact and use these easily within the BBN formalism.  

The BBN numerical specification requires an identifica-
tion of prior probability distributions (both conditional and 
unconditional). These are specified either by elicitation 
from expert opinion or from empirical/ historical data. We 
assess readiness using the results of analysis as evidence in 
the BBN. Evidence can be supplied in the form of metrics 
applicable to artifacts, problems found from formal or in-
formal analysis, etc. The BBN is capable of modeling the 
intuitive notion that an informal process is less likely to 
detect errors or issues in an artifact as compared with a 
process that employs formal methods. We validate the re-
quirements analysis process model and in-turn the BBN 
model via consultation with practitioner(s).  

The BBN encodes a comprehensive argument for artifact 
readiness level, quantifies this level, and indicates potential 
problem areas to the development team/ customer. Thus, 
the BBN structure is a mechanism to formalize (1) the re-
quirements analysis process and (2) the underlying reason-
ing used to assess readiness. Thus, this approach provides a 
mathematical basis for the so-called “go/no-go” decision. 
The BBN is versatile enough to model both probabilistic 
and deterministic relations. Consequently, it has greater 
expressive power compared to a functional form or a check-
list based approach for assessing readiness levels. 
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